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The ChatGPT Artificial Intelligence Chatbot: How Well Does It Answer Accounting Assessment Questions?

Abstract
ChatGPT, a language-learning model chatbot, has garnered considerable attention for its ability to respond to users’ questions. Using data from 14 countries and 186 institutions, we compare ChatGPT and student performance for 28,085 questions from accounting assessments and textbook test banks. As of January 2023, ChatGPT provides correct answers for 56.5 percent of questions and partially correct answers for an additional 9.4 percent of questions. When considering point values for questions, students significantly outperform ChatGPT with a 76.7 percent average on assessments compared to 47.5 percent for ChatGPT if no partial credit is awarded and 56.5 percent if partial credit is awarded. Still, ChatGPT performs better than the student average for 15.8 percent of assessments when we include partial credit. We provide evidence of how ChatGPT performs on different question types, accounting topics, class levels, open/closed assessments, and test bank questions. We also discuss implications for accounting education and research.
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I. INTRODUCTION

Open AI, an artificial intelligence (AI) research and development company, released the beta version of ChatGPT for public use on November 30, 2022. ChatGPT is a large language-learning model that utilizes machine learning to generate natural language text (Susnjak 2022).

When asked, “What are you?” ChatGPT defines itself as follows:

I am an artificial intelligence assistant trained to help answer questions and provide information on a wide variety of topics. My primary function is to assist users in generating human-like text based on the prompts given to me. I do not have my own personal experiences or beliefs, and my responses are based on the information that I have been programmed to use. (Retrieved on 12/29/2022)

ChatGPT gained over one million users in just five days and reached 100 million users in less than two months, making it the fastest growing technology platform ever (Harris 2022; Hu
By way of comparison, Facebook reached the one million user milestone after 300 days (Firat 2023). According to a survey conducted by Constantz (2023), nearly 30 percent of respondents indicate they have tried using ChatGPT at work. The impact of ChatGPT on education has been the subject of intense debate and discussion, with various authors exploring how it will change education (see for example, McMurtrie 2022; Meckler and Verma 2022; Shrivastava 2022).

We contribute to this discussion by providing data on how well ChatGPT performs in answering accounting assessment questions primarily from class exams and quizzes. We compare ChatGPT’s performance on accounting assessments to student averages on the same set of questions, analyzing where it performs better and worse. The results will help academics, administrators, faculty, instructors, and students better understand the potential impact of large language-learning models like ChatGPT on education, not only in the field of accounting, but also in many fields with similar types of assessments such as finance, information systems, management, and operations.

When asked how it was created/trained, ChatGPT reports that it was

...trained using advanced machine learning techniques and a large dataset of human-generated text. My training involved being fed large amounts of text and being asked to predict the next word or phrase in a sequence. This process helped me to learn the patterns and structures of human language and to generate text that is similar to the way humans write and speak. My training also included being fed a wide variety of texts on different topics, which helped me to become knowledgeable about a wide range of subjects. (Retrieved on 12/29/2022)

Thus, while ChatGPT’s training was not specific to accounting, it likely included material related to the subject. As such, it is unknown how well a “General Purpose Technology” (GPT)
such as ChatGPT will perform on accounting-related content. Furthermore, ChatGPT may not perform well on accounting content, as faculty and textbook authors often design questions to elicit nuanced understanding from accounting students, which may not be comprehended by AI algorithms. Therefore, this study provides evidence of ChatGPT’s performance on challenging, context-specific accounting questions.

To evaluate ChatGPT’s performance on accounting-specific content, we assembled a crowdsourced team of 328 coauthors who provided data from 186 educational institutions around the world. The institutions represented a range of types and the coauthors include faculty from both U.S. and international institutions. During the months of December 2022 and January 2023 each coauthor entered assessment questions into ChatGPT and evaluated the accuracy of its responses. The study includes a total of 25,817 questions (25,181 gradable by ChatGPT) that appeared across 869 different class assessments, as well as 2,268 questions from textbook test banks covering topics such as accounting information systems (AIS), auditing, financial accounting, managerial accounting, and tax. The questions vary in terms of question type, topic area, and difficulty. The coauthors evaluated ChatGPT’s answers to the questions they entered and determined whether they were correct, partially correct, or incorrect.

The results indicate that across all assessments, students scored an average of 76.7 percent, while ChatGPT scored 47.4 percent based on fully correct answers and an estimated 56.5 percent if partial credit was included. Thus, on average, ChatGPT performed worse on assessments in our dataset than students. However, we also find that ChatGPT scored higher than the student average on 11.3 percent (without partial credit) or 15.8 percent (with partial credit) of assessments. The study also revealed differences in ChatGPT’s performance based on the topic area of the assessment. Specifically, ChatGPT performed relatively better on AIS and auditing
assessments compared to tax, financial, and managerial assessments. We suggest one possible reason this may occur is that AIS and auditing questions typically do not include mathematical type questions, which ChatGPT currently struggles to answer correctly.

ChatGPT performed better in answering true/false and multiple-choice questions, with full-credit accuracy rates of 68.7 percent and 59.5 percent, respectively. In contrast, ChatGPT struggled with workout and short-answer questions, with accuracy rates of 28.7 percent and 39.1 percent, respectively. In terms of textbook test bank questions, ChatGPT correctly answered 64.3 percent of the time, with the highest accuracy rates for questions in audit (83.1 percent correct) and AIS (76.8 percent correct).

This study provides important insights into the current capabilities of AI compared to human performance in an accounting-specific context. It highlights the limitations of an AI chatbot trained on general material. Nevertheless, the gap in performance between AI and humans will likely close as AI technology improves. AI technology continues to advance at a fast pace. For instance, the current ChatGPT model was trained on 175 billion parameters; however, in 2023, a new chatbot model based on one trillion parameters is likely to be released (IBL News 2023). Thus, while humans currently outperform AI on accounting-related material, it is not unreasonable to expect AI performance to improve, perhaps drastically, over time.

This study provides a novel contribution to the accounting literature by being the first in this field to use crowdsourcing for data collection and paper authorship. While the median number of authors on accounting research papers is three, other disciplines have notably more. For example, natural sciences articles have a median number of nine coauthors (mean of 33), but

---

2 The lower performance for multiple-choice questions relative to true/false questions may be because of the odds of getting multiple choice questions correct without any knowledge is lower (e.g., one out of four) than getting true/false questions correct (e.g., one out of two).
some papers can have hundreds of coauthors (Wood 2016). The use of crowdsourcing allowed for the hand collection of a very large dataset and writing of an entire paper in two months. This approach may serve as a useful methodology for future studies of broad interest that cannot be completed using more traditional data collection methods. Additionally, the sheer number of active participants on this project suggests that educators and academics are keenly interested in the use of AI in our field and willing to test its bounds.

Perhaps the most important contribution of this paper is to highlight that accounting educators need to prepare for a future that includes broad access to AI to serve their students and the needs of the profession effectively. We believe that accounting educators should engage in discussions about the impact of AI on their teaching. This includes addressing questions such as: How should students be allowed to use AI? What material should be memorized versus referenced? Can interactions with AI enhance students’ learning, and if yes, how? What value do educators and accountants provide beyond what AI can provide? These are all important questions that accounting educators should discuss and research. As AI technology continues to improve, educators need to prepare themselves and their students for the future, making AI technology a promising area for future research.

II. LITERATURE REVIEW

There is a rich history of AI research in multiple disciplines, including accounting. In accounting specifically, several review papers have been published on this topic (see Gray, Chiu, Liu, and Li 2014; Sutton, Holt, and Arnold 2016; Zemankova 2019; Han, Shiwakoti, Jarvis, Mordi, and Botchie 2023). Many authors have predicted that AI will significantly impact accounting education (Brink and Reichert 2020; Holmes and Douglass 2022); however, its impact to date has been relatively modest (Baldwin-Morgan 1995; Qasim and Kharbat 2020;
Qasim, El Rafae, and Eletter 2022). The modest impact highlights the importance of continued research in this area to better understand AI’s potential impact on the profession and education.

One area of AI that has the potential to impact education and has been thrust into the limelight is chatbots, or large language models. These computer programs are designed to interact with users on a wide range of topics (O’Leary 2022). Companies like OpenAI, Alphabet, Meta, and Microsoft are actively developing this technology. Although previous chatbots have been released to the public and have seen varying degrees of success (Adamopoulou and Moussiades 2020), the newest series of chatbots based on the latest language models have demonstrated high levels of effectiveness (O’Leary 2022). In addition, non-peer reviewed, small sample studies have shown that ChatGPT is able to pass exams of highly technical content, including a Wharton MBA operations management final exam (Terwiesch 2023), the U.S. Medical Licensing Exam (Kung et al. 2022), exams in four law school courses (Choi, Hickman, Monahan, and Schwarcz 2023), and the Evidence and Torts portions of the U.S. multistate bar exam (Bommarito and Katz 2023).

Given the documented ability of recently released chatbots, we test the accuracy of the use of chatbots in the accounting domain. Our focus is examining the ability of ChatGPT to answer a large sample of questions from accounting assessments and textbook test banks. The results of our study have significant implications for the field of accounting education. On the one hand, if chatbots such as ChatGPT perform well in answering accounting questions, they could provide a new means for students to cheat.3 On the other hand, chatbots could also be used as a positive tool to help students generate practice problems, deepen their understanding of accounting content, and improve their learning. The effectiveness of chatbots in performing

---

3 Conaway and Wiesen (2023) find that 13 to 25 percent of intermediate accounting students use Chegg.com to cheat during exams.
either positive or negative tasks ultimately depends on their accuracy in determining answers to accounting content. Finally, chatbots’ ability to correctly answer accounting assessment questions also has potential implications for perceptions of AI’s ability to replace accountants in practice. The possibility of AI replacing accounting has been widely discussed (Moffitt, Richardson, Snow, Weisner, and Wood 2016; Frey and Osborne 2017).

While many different chatbot technologies exist, we focus on Open AI’s ChatGPT. ChatGPT is a widely publicized and freely accessible chatbot based on a generative pre-trained transformer 3 (GPT-3) deep learning model. It is trained to predict the next “token” (i.e., word) in response to a query, allowing a user to enter any question and receive a response. Although ChatGPT is the focus of this study, other chatbots, either available now or soon to be available, are expected to perform at a similar level.4

There has been significant interest in the uses and effectiveness of ChatGPT, particularly in the workplace. Only two months after its release on November 30, 2022, over 500 English language articles on ChatGPT were published in newspapers. As can be seen in Figure 1, many of these articles, particularly a quarter of the news articles in the first two months, focused on ChatGPT’s influence and its effects on education and the classroom (particularly its ability to answer questions and its possible use to “cheat” on exams). Although a few examples exist of how ChatGPT answers accounting questions, we are the first to provide a systematic and comprehensive examination of ChatGPT’s ability to answer accounting questions.5

4 There are many other similar technologies to ChatGPT such as Albert, Bert, Meena, Pegasus, T5, and XLNet by Google; Blender and RoBERTa by Facebook, DialoGPT by Microsoft, and CTRL by Salesforce (see Agomuoh 2023).
5 For example, see CPA Exam Guide (2023) and Herbert (2023).
III. METHODOLOGY

We relied on questions utilized by accounting faculty in classroom assessments. We invited participants using a snowball sampling method where the first author invited personal contacts and posted on social media, and then each subsequent coauthor was encouraged to invite other faculty to participate. The goal was to select a diverse representation of institutions. A total of 328 authors from 186 different institutions, representing 14 different countries on five continents participated in the study. Table 1 lists these institutions and the number of assessments entered for each institution.\(^6\)

The faculty logged into a shared Google Sheet, where they entered information about one or more assessments from their classes providing the following: information about the topic of the class, the institution where the class was taught, the class level (we group this into Freshman and Sophomore, Junior and Senior, and Graduate), the topic area of the assessment, whether the assessment was open- or closed-book (or if it included a mixture of the two), the time limit (if any) for the assessment, the country of the institution, the language the exam was given in, the average score of the students, the standard deviation for the students, and how many students took the assessment.\(^7\) Not all faculty provided answers to each question, so we include all responses with non-null values for each analysis.

Faculty tested ChatGPT’s performance on their assessments by registering on [https://chat.openai.com/chat](https://chat.openai.com/chat) and entering each question into the chatbot. Some questions, such as questions about complying with ethical codes of conduct, questions containing images, and

---

\(^6\) In a few situations, faculty entered data from a previous institution. Table 1 shows the institutions where the data came from, not current faculty locations.

\(^7\) After the initial data collection was performed, the data was removed from the shared Google Sheet. One coauthor then emailed each faculty their individual data and asked them to review the data. Coauthors could then report errors, and the final dataset corrected any errors.
questions about specific class activities, could not be answered by ChatGPT. A total of 636 out of 25,817 total questions were deemed unanswerable by ChatGPT. For analysis purposes, we retain the point values of these questions in all analyses, but ChatGPT receives zero points for these types of questions.

Each faculty member evaluated their own submitted questions. Specifically, they identified the question type (e.g., multiple-choice, true/false, etc.), indicated whether it was custom written or gathered from a test bank, and provided the point value. Next, they examined the answers provided by ChatGPT and determined whether the bot answered correctly or incorrectly. Faculty also decided whether incorrect answers would receive partial credit. Partially correct answers received half of the available points for the question. We present our findings both with and without partial credit.

To compare the bot’s performance with that of students, each faculty member provided student performance data, including the mean student score, the standard deviation, and the number of students who took the assessment. We subsequently compared ChatGPT’s performance to the student average on each exam.

Finally, we note that ChatGPT was updated several times during the two months of data collection. To ensure our results were not influenced by changes to the model, we divided our sample into deciles based on time and compared the accuracy rates across the deciles. The accuracy rate in the first decile (those gathered earliest) was 57.3 percent, and in the tenth decile was 55.9 percent. The trendline fitted to the deciles shows a less than 0.02 percent increase in accuracy rate over the ten deciles. Therefore, we conclude that ChatGPT did not meaningfully improve in terms of its accounting knowledge over the short data collection period.

---

8 If faculty customized a test bank question, they were asked to indicate that it was a custom question.
IV. RESULTS

We present our results through a combination of figures and tables. Table 2 provides descriptive statistics of the sample, including the number of assessments and questions broken down by class level, type of assessment, topic area, and note-using policy.

Figure 2 compares the overall performance of students and ChatGPT on assessments. We include two measures of ChatGPT’s performance, one without partial credit (No PC) and one including partial credit (PC). In each figure, we include 83 percent confidence intervals, which show the point at which the bars cannot overlap if the difference is significant at the 95 percent level (Gubler, Herrick, Price, and Wood 2016). As shown in Figure 2, students outperform ChatGPT in all scenarios, with a meaningful difference of nearly 30 points when no partial credit is allowed for ChatGPT (No PC).

Figure 3 examines ChatGPT’s performance across different topic areas. The chart indicates that ChatGPT performs relatively well in AIS and audit, scoring above 60 percent (with partial credit), with no significant differences from the student mean score when partial credit is awarded. Conversely, ChatGPT’s lowest scores are in the areas of financial, managerial, and tax.9

Figures 4 and 5 present the performance of ChatGPT based on student class level and the note-using policy, respectively. Across class levels, ChatGPT’s performance is relatively similar when partial credit is included. It does worse on open-note assessments. This could be due to the emphasis on application of concepts rather than memorization in open-note assessments.

---

9 Later in the paper, we conduct a regression analysis to hold constant other factors and analyze what impacts ChatGPT accuracy. Still, one possibility for the difference between areas that the regression does not consider is that some areas (e.g., financial, managerial, and tax) may include more mathematical type questions within a question type. For example, AIS and Audit multiple-choice questions may be more conceptual, whereas the other areas may require math in the multiple-choice question. Given how ChatGPT struggles with some math questions, this may partially explain differences between areas. We encourage future research to analyze this conjecture.
As an alternative way to present the data, we show in Table 3 the percentage of times that ChatGPT performs higher than the student mean score. ChatGPT (PC) outperforms the student average on 15.8 percent of assessments (the outperformance is 11.3 percent for ChatGPT (No PC)). We observed a similar pattern of results as discussed for class level, topic area, and note-using policy.

Table 4 provides a more detailed analysis of ChatGPT’s performance by examining the questions rather than aggregating the scores to the assessment level. ChatGPT answered 56.5 percent of the questions correctly and an additional 9.4 percent as partially correct. The results show significant variation in ChatGPT’s performance based on question type. ChatGPT performs best on dichotomous (e.g., True/False; 68.7 percent full credit) and multiple-choice (59.5 percent full credit) questions but struggles more on short answer (39.1 percent full credit) and workout (28.7 percent full credit) questions. The relatively poor performance for “full credit” questions on short answer and workout questions is tempered by the relatively high partial credit awarded. For all question types, if both full credit and partial credit are considered, ChatGPT performs above 60 percent for every question type. Additionally, the table shows that faculty use test bank questions for about half of their assessments, and ChatGPT performs about 8 percent better on these questions compared to custom questions.

It is important to note that our results for exam scores (i.e., Figure 2) are sensitive to the score assigned for partial credit. As noted previously, we assigned a score of 50 percent when

---

10 Since weights for questions differ, the data in Table 4 do not directly tie to the assessment data previously presented.

11 Although ChatGPT does better on True/False questions than multiple-choice questions, its incremental performance relative to random chance is higher with multiple-choice questions. That is, for true/false questions, ChatGPT’s accuracy is 18.7 percent higher in absolute terms than random chance (68.7 - 50), whereas the bot is 34.5 percent more accurate for multiple choice (59.5 - 25), assuming multiple-choice questions have four choices.

12 The results for individual questions (Table 4 analyses) are not sensitive to partial credit since these results only consider whether questions are correct, partially correct, or incorrect and do not factor into the scoring the points assigned to questions.
partial credit was given. Authors recorded partial credit as a dichotomous variable and did not score the ChatGPT response. If, instead of 50 percent, we had assumed that partial credit was 25, 75 or 90 percent, the overall ChatGPT (PC) score reported in Figure 2 would have been 51.9, 61.0, and 63.8 percent, respectively.

In addition to assessments, we also examined textbook test bank questions in all the major areas of accounting, including AIS, auditing, financial, managerial, tax, and other topics (Coyne, Summers, Williams, and Wood 2010). The results for the textbook test bank questions, as presented in Table 5, are similar to the results for assessment questions and, therefore, we do not provide additional commentary.

We conduct a regression analysis to further examine the factors that contribute to ChatGPT’s ability to correctly answer questions. We use a linear probability model so the interpretation of the coefficients is more straightforward. Results are similar in terms of statistical significance if we use a logistic regression. The dependent variable is a dummy variable indicating whether ChatGPT (No PC) answered the question correctly or not. Independent variables included dummy variables measuring the different class levels, topic areas, question types, whether the questions came from a test bank, if the exam was open-note or not, whether the exam was given in English or another language, and whether the institution is in the United States or not. The results are presented in Table 6.

For ease of interpretation, we grouped the independent variables into categories and the subheadings indicate the variables included in the intercept. The results suggest that, even after

---

13 We did not measure whether faculty gave students partial credit or not on each question. This is a limitation of our study.
14 The textbooks we tested are well adopted in each area. We avoid printing textbook names in deference to faculty and textbook authors who indicated a reluctance to alerting students about how well ChatGPT did on specific textbooks.
controlling for other factors, several topic areas and question types are more closely linked to ChatGPT’s success in answering questions correctly. The variables with the largest impact include the topic areas being AIS, analytics/technology, and audit classes, which were more likely to be answered correctly than financial topics. By way of practical magnitude, ChatGPT is 20 percent more likely to answer an AIS question correctly than a financial question, all else held constant. The other coefficients can be interpreted in similar fashion. Dichotomous (e.g., T/F) questions were 12.1 percent more likely to be answered correctly than multiple-choice questions, but short-answer and workout questions were less likely to be answered correctly by 16.4 and 24.0 percent, respectively. This analysis can be useful to help guide faculty on designing questions that are more or less likely to be answered correctly by ChatGPT.

We found evidence that ChatGPT does better on exams given in English. ChatGPT does not differ based on the location of the institution. If the exam is given in English, ChatGPT scores 10.4 percent higher than if it is given in a different language.

Given the unique nature of the crowdsourced data collection process, we provide additional anecdotes that individual authors found interesting and wished to highlight. While this list of anecdotes may not be comprehensive as far as the strengths and weaknesses of ChatGPT, it is provided to help guide new users of ChatGPT. These anecdotes also aim to inspire further discussion on the impact and potential of ChatGPT in education, and to stimulate future research in this field.

- During testing, ChatGPT did not always recognize it was performing mathematical operations and made nonsensical errors, such as adding two numbers in a subtraction problem or dividing numbers incorrectly. This is especially problematic for workout problems.
- ChatGPT often provided descriptive explanations for its answers, even if they were incorrect. This raises the important question about how its authoritative, yet incorrect,
responses may impact students. Similarly, at times ChatGPT’s descriptions were accurate, but its selection of multiple-choice answers was incorrect.¹⁵

- ChatGPT sometimes “made up” facts. For instance, when providing a reference, it generates a real-looking reference that is completely fabricated—the work, and sometimes authors, do not even exist.

- ChatGPT could produce specialized non-conversational text, such as journal entries, computer code, tables, and financial statements. The format of the journal entries varied from a simple listing of account names and amounts to a more formal entry in the general journal form with headings for dates, account names, debits, and credits.

- Faculty members noted that ChatGPT sometimes suggested answers that were not included as multiple-choice options. This could be beneficial in identifying ambiguities or mistakes in assessment questions if used by the instructor in advance.

- ChatGPT struggled to answer multiple-choice questions that describe a situation and require students to then select a concept illustrated by this situation. ChatGPT could therefore be instrumental in identifying ambiguities in the wording of multiple-choice questions.

- ChatGPT struggled to correctly answer questions which required higher-order learning (Bloom 1956) and often failed to evaluate and analyze complex, nuanced assessments. However, it performed well at answering accounting questions that required less judgment and for which the accounting standards have been consistent over time.

- The bot’s responses were sensitive to the prompt, which guides its AI. For example, the user can prompt the bot to write an essay about a particular topic or in a particular tone, and this can result in different answers for the same question depending on the prompt given. As a second example, questions may be answered differently by ChatGPT when answer options are provided vs. when answer options are not provided.

- If unable to directly generate answers, ChatGPT could provide detailed instructions to complete a question. For instance, it could provide steps on using a software tool or sample code to solve problems that require access to a specific database.

- ChatGPT’s answers to the same question sometimes varied when the question was entered multiple times, and its responses did not always progress from incorrect to correct.

- The bot’s response to questions that depend on the interpretation of images, such as business process diagrams (BPDs) or tabulated data in picture format, varied (Boritz, Borthick, and Presslee 2012; Borthick, Schneider, and Vance 2012). ChatGPT sometimes

¹⁵ This apparent weakness highlights one method instructors might use to prevent cheating or identify it after the fact: require that students explain how they arrived at a particular answer in order to receive credit.
recognized that it lacked the image and declined to answer, sometimes recognized the missing image but answered anyway (sometimes correctly, sometimes not), and sometimes did not recognize the missing image and answered anyway (sometimes correctly, sometimes not).

- ChatGPT could generate code and find errors in previously written code. For example, given a database schema or flat file, ChatGPT could write correct SQL and normalize the data.
- ChatGPT struggled to handle long, written questions with multiple parts, even when allowing for “carry over” mistakes.
- In a case study context, ChatGPT was able to provide responses to questions based on assessing past strategic actions of the firm. However, where data was required to be used, ChatGPT was unable to respond to the questions other than providing formulas. ChatGPT performed even worse where there was a requirement for students to apply knowledge. This highlights that ChatGPT is a general-purpose tool as opposed to an accounting-specific tool. It is not unsurprising, therefore, that students are better at responding to more accounting-specific questions where the technology is not yet trained to answer accounting-specific questions.

V. DISCUSSION AND CONCLUSION

We test ChatGPT’s performance in answering 28,085 accounting questions from assessments and textbook test banks. Our results show that students generally outperform ChatGPT, but the bot can approximate average human performance in some topic areas and for certain question types.

The debate around tools like ChatGPT is multifaceted. These types of tools have both strengths and weaknesses. The following discussion is not an exhaustive list of all the positive and negative aspects of chatbots. Rather, we provide it to spur thinking and research on both the positives and negatives of chatbots.

On the positive side, public accounting firms have invested billions of dollars in AI, and advanced data analytic technologies (Kapoor 2020; Maurer 2021; Eulerich, Masli, Pickerd, and Wood 2023) because they believe AI can help accounting professionals become more effective and efficient (PwC 2017; Deloitte 2018; Cooper, Holderness, Sorensen, and Wood 2019, 2022;
Dickey, Blanke, and Seaton 2019; Haq, Abatemarco, and Hoops 2020; Austin, Carpenter, Christ, and Nielsen 2021; Emett, Kaplan, Mauldin, and Pickerd 2021). By training accounting students to use AI effectively, educators can help students be ready to solve big, interesting problems in their careers. For instance, students could use ChatGPT to write a first draft of a solution to a problem, then improve the draft by fact checking, providing authoritative references (using accounting/auditing standards, tax code/regulations, academic or professional literature), then writing a final version of the solution. Faculty could even ask students to turn in the ChatGPT output along with the student’s final edited version for comparison. In this way, faculty and students can accelerate the learning of the strengths and weaknesses of ChatGPT and how these tools can be used in practice.

Faculty could also use these tools to their advantage by generating additional practice problems and copy editing their materials, while investigating whether learning materials may be confusing to students. The tools also empower motivated students to learn on their own, as they can do the same without faculty guidance.

On the negative side, the use of AI chatbots like ChatGPT can hamper students’ learning ability if it produces incorrect answers to prompts. New learners may struggle to differentiate between accurate and inaccurate information. Additionally, some students may use ChatGPT for cheating purposes, short-circuiting the learning process. To mitigate cheating, various measures can be taken such as conducting oral exams, administering exams in settings where technology cannot be accessed, shifting from traditional exams to more presentation-style assignments, or pre-testing exams with ChatGPT to assess whether the questions can be correctly answered by ChatGPT. Our results also suggest that some question types are less likely to be correctly answered by ChatGPT, and thus focusing on such question types could reduce the risk of
cheating with ChatGPT. Finally, OpenAI and other companies have developed tools to detect text generated by language models (e.g., https://platform.openai.com/ai-text-classifier, https://gptzero.me/). Additionally, the popular plagiarism detection tool Turnitin has developed AI and ChatGPT detection features for added reassurance for educators.\textsuperscript{16} To effectively address the issue of cheating, educators must have access to updated tools like these and must use them consistently.

Even when using ChatGPT is authorized in a class or for other educational purposes, the risk of unintended plagiarism remains. ChatGPT’s output may be identical to publicly available third-party wording because the algorithm was trained on a corpus of third-party resources. Although this type of plagiarism may be unintentional, it is still plagiarism. It is critical to understand that ChatGPT is not a reliable source for citations, and students must be encouraged to properly cite the sources of its output. Citing ChatGPT as a source ignores the possibility that its output could come directly from a third party and would be similar to exclusively citing Google Chrome as the source of an article from \textit{The Wall Street Journal}.

This study highlights only a few of the pros and cons of AI chatbots, and further research is needed. One limitation of our research is that we required ChatGPT to be entirely correct to receive full credit. In reality, students using this technology may still benefit from a partially correct answer or, conversely, be misled by incorrect ChatGPT explanations, changing their answer to be incorrect. Future research should examine whether the combination of students and ChatGPT performs better or worse than the average student who does not use ChatGPT.

As a second limitation, we gave no credit for questions that could not be entered into ChatGPT, such as images. A student likely would have been able to make an educated guess on

\textsuperscript{16} While these tools could also be used to mitigate cheating, they often have limited reliability (e.g., Taylor 2023).
these questions, performing similar to or better than our reported results. Furthermore, language models like ChatGPT can continuously improve as new data becomes available and as users provide feedback on their answers. While our research did not show any evidence of model improvement within the short time frame, future studies should use longitudinal data to investigate the pace of improvement in chatbots in accounting.

Additional questions that may be addressed in future studies include:

- How should AI tools like ChatGPT be incorporated into the accounting curriculum? While some advocate for its ban, others argue for its acceptance and integration, just like other technology tools such as Microsoft Excel. It is important to understand the circumstances in which AI technology enhances and hinders learning in accounting.

- What should be the response of online education to ChatGPT? How will it impact online assessments now that it is available?

- Other generative AI platforms, such as Caktus.ai, use different methods and databases, and their outputs may not trigger plagiarism detection software. For example, Caktus-generated text will not be flagged by current AI detectors designed to detect GPT-generated content. It is important to understand the impact of these new and different platforms on accounting education and to determine ways to differentiate between human-created and AI-generated content and whether it matters.

One little understood challenge in using AI chatbots as a learning tool is the potential for the AI model to continue learning. For example, although the body of data used to create the GPT-3 algorithm is fixed, ChatGPT’s answers can improve over time through its interactions with users. For example, in an interaction, ChatGPT initially provided incorrect information when asked about the tax implications of §1231 assets. However, after the user pointed out the inconsistency to ChatGPT, ChatGPT apologized, acknowledged its error, made the correct connection, and thanked the user for bringing it to its attention. It stated that it would remember this answer in future interactions and apply this lesson to interactions with others, a claim we tested with a different user a few days later, and ChatGPT successfully applied the lesson. How the learning nature of these algorithms will influence users is an important question. Will users
train them to be more or less correct? How fast will they be changed (i.e., will use of ChatGPT in classroom settings change from lesson preparation to delivery)? How much trust can learners place in a model that can become more or less accurate over time, without any clear indication of the direction it is progressing? These are just a few questions about AI chatbots that require thoughtful consideration and broad debate and discussion.

The global fascination and engagement with ChatGPT in recent months clearly indicate that human interaction with AI is on the rise. We encourage further accounting education research that investigates student and faculty interaction with chatbot technologies explores ways in which such technologies can be incorporated into accounting programs, and discusses the role faculty and assessment design play in accounting program design. ChatGPT may provide the much-needed stimulus educators, university administrators, and students need to reimagine accounting education practices for a changing world (McGuigan, 2021; Richardson and Watson 2021; Tharapos 2022).
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Data was obtained from ProQuest Central, published in English in the “Newspaper”. The categories of “General Articles” and “Education Articles” are based on the search terms “ChatGPT” and “ChatGPT additional word” where the additional word are any of the following words: education, academics, school, exam, college, university, educate, teach, teacher, class, or classroom, respectively. The total number of articles is 566 with 136 of those articles related to education.

Figure 1

ChatGPT Articles in Newspapers: General and Education Related Articles - First Two Months
Figure 2
Comparison of Human and ChatGPT by Assessment

Figure shows the average performance by humans and ChatGPT. ChatGPT scores are given with no partial credit (No PC)—meaning the answer had to be exactly correct—and with partial credit (PC), where the question received 50 percent of the points for being correct. Error bars show 83 percent confidence intervals, which show the point at which the bars cannot overlap if the difference is significant at the 95 percent level (Gubler et al. 2016).
Figure 3
Comparison of Human and ChatGPT by Assessment Topic Area

Figure shows the average performance by humans and ChatGPT by the topic area of the assessment. ChatGPT scores are given with no partial credit (No PC)—meaning the answer had to be exactly correct—and with partial credit (PC), where the question received 50 percent of the points for being correct. Error bars show 83 percent confidence intervals, which show the point at which the bars cannot overlap if the difference is significant at the 95 percent level (Gubler et al. 2016).
Figure 4
Comparison of Human and ChatGPT by Assessment and Student Class Level

Figure shows the average performance by humans and ChatGPT by the class level of students taking the assessment. ChatGPT scores are given with no partial credit (No PC)—meaning the answer had to be exactly correct—and with partial credit (PC), where the question received 50 percent of the points for being correct. Error bars show 83 percent confidence intervals, which show the point at which the bars cannot overlap if the difference is significant at the 95 percent level (Gubler et al. 2016). We exclude the one observation of “other” in this graph.
Figure 5
Comparison of Human and ChatGPT for Open- and Closed-Note Assessments

Figure shows the average performance by humans and ChatGPT for open, closed, and mixed assessments (mixed allow some open-note and some closed-note). ChatGPT scores are given with no partial credit (No PC)—meaning the answer had to be exactly correct—and with partial credit (PC), where the question received 50 percent of the points for being correct. Error bars show 83 percent confidence intervals, which show the point at which the bars cannot overlap if the difference is significant at the 95 percent level (Gubler et al. 2016).
<table>
<thead>
<tr>
<th>University</th>
<th>Number of Assessments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missouri State University</td>
<td>32</td>
</tr>
<tr>
<td>Iowa State University</td>
<td>31</td>
</tr>
<tr>
<td>Auburn University</td>
<td>30</td>
</tr>
<tr>
<td>University of Missouri-St. Louis</td>
<td>22</td>
</tr>
<tr>
<td>Brigham Young University</td>
<td>20</td>
</tr>
<tr>
<td>Mississippi State University</td>
<td>20</td>
</tr>
<tr>
<td>University of Wisconsin-Whitewater</td>
<td>20</td>
</tr>
<tr>
<td>Rutgers University</td>
<td>15</td>
</tr>
<tr>
<td>University of North Carolina Wilmington</td>
<td>14</td>
</tr>
<tr>
<td>University of Nevada, Las Vegas</td>
<td>13</td>
</tr>
<tr>
<td>Boise State University</td>
<td>12</td>
</tr>
<tr>
<td>Georgia Southern University</td>
<td>12</td>
</tr>
<tr>
<td>Idaho State University</td>
<td>11</td>
</tr>
<tr>
<td>University of San Diego</td>
<td>11</td>
</tr>
<tr>
<td>Utah State University</td>
<td>11</td>
</tr>
<tr>
<td>University of Minnesota Crookston</td>
<td>10</td>
</tr>
<tr>
<td>Florida State University</td>
<td>9</td>
</tr>
<tr>
<td>Lewis University</td>
<td>9</td>
</tr>
<tr>
<td>Monash University</td>
<td>9</td>
</tr>
<tr>
<td>Northern Illinois University</td>
<td>9</td>
</tr>
<tr>
<td>Southern Illinois University Carbondale</td>
<td>9</td>
</tr>
<tr>
<td>University of Missouri-Kansas City</td>
<td>9</td>
</tr>
<tr>
<td>University of South Dakota</td>
<td>9</td>
</tr>
<tr>
<td>University of Wisconsin-Eau Claire</td>
<td>9</td>
</tr>
<tr>
<td>Utah Valley University</td>
<td>9</td>
</tr>
<tr>
<td>West Virginia University</td>
<td>9</td>
</tr>
<tr>
<td>Pennsylvania State University, Behrend College</td>
<td>8</td>
</tr>
<tr>
<td>Southern Utah University</td>
<td>8</td>
</tr>
<tr>
<td>University of Nebraska-Lincoln</td>
<td>8</td>
</tr>
<tr>
<td>Brigham Young University-Hawaii</td>
<td>7</td>
</tr>
<tr>
<td>Clemson University</td>
<td>7</td>
</tr>
<tr>
<td>Lone Star College</td>
<td>7</td>
</tr>
<tr>
<td>Northeastern University</td>
<td>7</td>
</tr>
<tr>
<td>Oklahoma State University</td>
<td>7</td>
</tr>
<tr>
<td>The University of Mississippi</td>
<td>7</td>
</tr>
<tr>
<td>University of Memphis</td>
<td>7</td>
</tr>
<tr>
<td>Bucknell University</td>
<td>6</td>
</tr>
<tr>
<td>California State University, Monterey Bay</td>
<td>6</td>
</tr>
<tr>
<td>Sam Houston State University</td>
<td>6</td>
</tr>
<tr>
<td>Susquehanna University</td>
<td>6</td>
</tr>
<tr>
<td>Texas Tech University</td>
<td>6</td>
</tr>
<tr>
<td>University of Central Arkansas</td>
<td>6</td>
</tr>
<tr>
<td>University of South Florida</td>
<td>6</td>
</tr>
<tr>
<td>University of Wyoming</td>
<td>6</td>
</tr>
<tr>
<td>Whitworth University</td>
<td>6</td>
</tr>
<tr>
<td>Arizona State University</td>
<td>5</td>
</tr>
<tr>
<td>Baylor University</td>
<td>5</td>
</tr>
<tr>
<td>East Carolina University</td>
<td>5</td>
</tr>
<tr>
<td>Georgia State University</td>
<td>5</td>
</tr>
<tr>
<td>Gonzaga University</td>
<td>5</td>
</tr>
<tr>
<td>Grand Valley State University</td>
<td>5</td>
</tr>
<tr>
<td>Louisiana State University</td>
<td>5</td>
</tr>
<tr>
<td>National Cheng Kung University</td>
<td>5</td>
</tr>
<tr>
<td>The University of Texas at El Paso</td>
<td>5</td>
</tr>
<tr>
<td>University of Duisburg-Essen</td>
<td>5</td>
</tr>
<tr>
<td>University of Georgia</td>
<td>5</td>
</tr>
<tr>
<td>University of Mary Washington</td>
<td>5</td>
</tr>
<tr>
<td>University of Montana</td>
<td>5</td>
</tr>
<tr>
<td>University of North Carolina at Chapel Hill</td>
<td>5</td>
</tr>
<tr>
<td>University of South Carolina</td>
<td>5</td>
</tr>
<tr>
<td>University of Tampa</td>
<td>5</td>
</tr>
<tr>
<td>University of Toledo</td>
<td>5</td>
</tr>
<tr>
<td>Appalachian State University</td>
<td>4</td>
</tr>
<tr>
<td>College of the Holy Cross</td>
<td>4</td>
</tr>
<tr>
<td>Emporia State University</td>
<td>4</td>
</tr>
<tr>
<td>Ferris State University</td>
<td>4</td>
</tr>
<tr>
<td>Hofstra University</td>
<td>4</td>
</tr>
<tr>
<td>Kent State University</td>
<td>4</td>
</tr>
<tr>
<td>Minnesota State University Mankato</td>
<td>4</td>
</tr>
<tr>
<td>North Carolina State University</td>
<td>4</td>
</tr>
<tr>
<td>Pace University</td>
<td>4</td>
</tr>
<tr>
<td>Palm Beach Atlantic University</td>
<td>4</td>
</tr>
<tr>
<td>RMIT University</td>
<td>4</td>
</tr>
<tr>
<td>Tilburg University</td>
<td>4</td>
</tr>
<tr>
<td>Truman State University</td>
<td>4</td>
</tr>
<tr>
<td>Truman State University</td>
<td>4</td>
</tr>
<tr>
<td>University of Arkansas</td>
<td>4</td>
</tr>
<tr>
<td>University of Hartford</td>
<td>4</td>
</tr>
<tr>
<td>University of Massachusetts Amherst</td>
<td>4</td>
</tr>
<tr>
<td>University of North Texas</td>
<td>4</td>
</tr>
<tr>
<td>University of Oklahoma</td>
<td>4</td>
</tr>
<tr>
<td>Washington State University</td>
<td>4</td>
</tr>
<tr>
<td>Arkansas State University</td>
<td>3</td>
</tr>
<tr>
<td>Augustana College</td>
<td>3</td>
</tr>
<tr>
<td>California State University, Fullerton</td>
<td>3</td>
</tr>
<tr>
<td>California State University, Northridge</td>
<td>3</td>
</tr>
<tr>
<td>Central Connecticut State University</td>
<td>3</td>
</tr>
<tr>
<td>Creighton University</td>
<td>3</td>
</tr>
<tr>
<td>Florida Atlantic University</td>
<td>3</td>
</tr>
<tr>
<td>Florida Gulf Coast University</td>
<td>3</td>
</tr>
<tr>
<td>Jacobs University Bremen</td>
<td>3</td>
</tr>
<tr>
<td>Loyola University Maryland</td>
<td>3</td>
</tr>
<tr>
<td>Middle Tennessee State University</td>
<td>3</td>
</tr>
<tr>
<td>North Carolina A&amp;T State University</td>
<td>3</td>
</tr>
<tr>
<td>Ohio University</td>
<td>3</td>
</tr>
<tr>
<td>Portland State University</td>
<td>3</td>
</tr>
<tr>
<td>Sacred Heart University</td>
<td>3</td>
</tr>
<tr>
<td>Temple University</td>
<td>3</td>
</tr>
<tr>
<td>Tennessee Tech University</td>
<td>3</td>
</tr>
<tr>
<td>The Ohio State University</td>
<td>3</td>
</tr>
<tr>
<td>University of Alabama</td>
<td>3</td>
</tr>
<tr>
<td>University of Bremen</td>
<td>3</td>
</tr>
<tr>
<td>University of Cincinnati</td>
<td>3</td>
</tr>
<tr>
<td>University of Dayton</td>
<td>3</td>
</tr>
<tr>
<td>University of Florida</td>
<td>3</td>
</tr>
<tr>
<td>University of Houston-Downtown</td>
<td>3</td>
</tr>
<tr>
<td>University of Illinois at Chicago</td>
<td>3</td>
</tr>
<tr>
<td>University of Illinois at Urbana-Champaign</td>
<td>3</td>
</tr>
<tr>
<td>University of Kansas</td>
<td>3</td>
</tr>
<tr>
<td>University of Nevada, Reno</td>
<td>3</td>
</tr>
<tr>
<td>University of Notre Dame</td>
<td>3</td>
</tr>
<tr>
<td>University of South-Eastern Norway</td>
<td>3</td>
</tr>
<tr>
<td>University of Texas at Austin</td>
<td>3</td>
</tr>
<tr>
<td>University of Vermont</td>
<td>3</td>
</tr>
<tr>
<td>University of Waterloo</td>
<td>3</td>
</tr>
<tr>
<td>University of Wisconsin-Madison</td>
<td>3</td>
</tr>
<tr>
<td>Virginia Tech University</td>
<td>3</td>
</tr>
<tr>
<td>Manhattan College</td>
<td>1</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>---</td>
</tr>
<tr>
<td>Methodist University</td>
<td>1</td>
</tr>
<tr>
<td>Morgan State University</td>
<td>1</td>
</tr>
<tr>
<td>National Taiwan University</td>
<td>1</td>
</tr>
<tr>
<td>North Dakota State University</td>
<td>1</td>
</tr>
<tr>
<td>Norwegian University of Science and Tech.</td>
<td>1</td>
</tr>
<tr>
<td>Radboud University</td>
<td>1</td>
</tr>
<tr>
<td>Rice University</td>
<td>1</td>
</tr>
<tr>
<td>Stephen F. Austin State University</td>
<td>1</td>
</tr>
<tr>
<td>Texas A&amp;M University</td>
<td>1</td>
</tr>
<tr>
<td>The University of Melbourne</td>
<td>1</td>
</tr>
<tr>
<td>Trinity University</td>
<td>1</td>
</tr>
<tr>
<td>University of Agder</td>
<td>1</td>
</tr>
<tr>
<td>University of Bayreuth</td>
<td>1</td>
</tr>
<tr>
<td>University of Bifrost</td>
<td>1</td>
</tr>
</tbody>
</table>

This table shows the institutions that provided assessment data. The # column shows the number of assessments provided by authors at the institution.
Table 2
Descriptive Statistics

Panel **A**: Class Level of Assessments and Questions

<table>
<thead>
<tr>
<th>Class Level</th>
<th>Assessments</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Junior and Senior</td>
<td>558</td>
<td>17,557</td>
</tr>
<tr>
<td>Freshmen and Sophomore</td>
<td>168</td>
<td>5,181</td>
</tr>
<tr>
<td>Graduate</td>
<td>142</td>
<td>3,068</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>11</td>
</tr>
</tbody>
</table>

Panel **B**: Type of Assessments

<table>
<thead>
<tr>
<th>Type of Assessment</th>
<th>Assessments</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exam</td>
<td>828</td>
<td>25,517</td>
</tr>
<tr>
<td>Quiz</td>
<td>24</td>
<td>225</td>
</tr>
<tr>
<td>Other</td>
<td>9</td>
<td>48</td>
</tr>
<tr>
<td>Assignment</td>
<td>8</td>
<td>27</td>
</tr>
</tbody>
</table>

Panel **C**: Topic Area of Assessments

<table>
<thead>
<tr>
<th>Topic</th>
<th>Assessments</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Financial</td>
<td>288</td>
<td>8,120</td>
</tr>
<tr>
<td>Managerial</td>
<td>186</td>
<td>4,511</td>
</tr>
<tr>
<td>Audit</td>
<td>123</td>
<td>4,631</td>
</tr>
<tr>
<td>AIS</td>
<td>100</td>
<td>3,990</td>
</tr>
<tr>
<td>Tax</td>
<td>80</td>
<td>2,456</td>
</tr>
<tr>
<td>Other</td>
<td>54</td>
<td>1,395</td>
</tr>
<tr>
<td>Analytics/Technology</td>
<td>38</td>
<td>714</td>
</tr>
</tbody>
</table>

Panel **D**: Open or Closed Nature of Assessments

<table>
<thead>
<tr>
<th>Open or Closed</th>
<th>Assessments</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closed</td>
<td>659</td>
<td>20,173</td>
</tr>
<tr>
<td>Open</td>
<td>167</td>
<td>4,097</td>
</tr>
<tr>
<td>Mixed</td>
<td>43</td>
<td>1,547</td>
</tr>
</tbody>
</table>

Panel **E**: Location of Assessments

<table>
<thead>
<tr>
<th>Location</th>
<th>Assessments</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Institution in the USA</td>
<td>796</td>
<td>24,481</td>
</tr>
<tr>
<td>Institution not in USA</td>
<td>73</td>
<td>1,336</td>
</tr>
</tbody>
</table>
Table provides descriptive statistics of the number of assessments and questions included in our sample per category. Sample includes 869 assessments and 25,817 assessment questions. The number of questions in this table differ than that listed in Table 4 because Table 4 does not include questions that are not gradable by ChatGPT and this table does.
Table 3
Percentage of Times Average ChatGPT Score Was Greater Than Average Human Score per Assessment

<table>
<thead>
<tr>
<th>Category</th>
<th>ChatGPT (No PC)</th>
<th>ChatGPT (PC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>11.3%</td>
<td>15.8%</td>
</tr>
<tr>
<td><strong>Class Level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Freshmen and Sophomore</td>
<td>10.7%</td>
<td>17.9%</td>
</tr>
<tr>
<td>Junior and Senior</td>
<td>11.8%</td>
<td>16.1%</td>
</tr>
<tr>
<td>Graduate</td>
<td>9.9%</td>
<td>12.0%</td>
</tr>
<tr>
<td><strong>Topic Area</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIS</td>
<td>23.0%</td>
<td>28.0%</td>
</tr>
<tr>
<td>Analytics/Technology</td>
<td>18.4%</td>
<td>18.4%</td>
</tr>
<tr>
<td>Audit</td>
<td>17.9%</td>
<td>25.2%</td>
</tr>
<tr>
<td>Financial</td>
<td>9.7%</td>
<td>14.9%</td>
</tr>
<tr>
<td>Managerial</td>
<td>3.8%</td>
<td>8.1%</td>
</tr>
<tr>
<td>Other</td>
<td>14.8%</td>
<td>16.7%</td>
</tr>
<tr>
<td>Tax</td>
<td>3.8%</td>
<td>8.1%</td>
</tr>
<tr>
<td><strong>Open/Closed Assessments</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Closed</td>
<td>12.0%</td>
<td>15.6%</td>
</tr>
<tr>
<td>Mixed</td>
<td>18.6%</td>
<td>34.9%</td>
</tr>
<tr>
<td>Open</td>
<td>6.6%</td>
<td>11.4%</td>
</tr>
</tbody>
</table>

Table shows the percentage of assessments where ChatGPT’s score was higher than the average human score. ChatGPT scores are given with no partial credit (No PC)—meaning the answer had to be exactly correct—and with partial credit (PC), where the question received 50 percent of the points for being correct. Lines are sorted within each grouping in alphabetical order except for class levels.
Table 4
Questions Answered Correctly by Various Factors

<table>
<thead>
<tr>
<th>Category</th>
<th>N</th>
<th>Full Credit</th>
<th>Additional Partial Credit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>25,181</td>
<td>56.5%</td>
<td>9.4%</td>
</tr>
</tbody>
</table>

**Question Type**

- Dichotomous (e.g., T/F, Either/Or, etc.)
  - 792
  - 68.7%
  - 4.5%
- Multiple Choice
  - 20,084
  - 59.5%
  - 4.2%
- Matching
  - 548
  - 58.2%
  - 14.6%
- Fill-in-the-blank
  - 159
  - 56.6%
  - 22.0%
- Essay
  - 294
  - 55.1%
  - 32.0%
- Other
  - 15
  - 53.3%
  - 13.3%
- Short Answer
  - 1,988
  - 39.1%
  - 37.1%
- Workout
  - 1,301
  - 28.7%
  - 40.6%

**Question Source**

- Test bank
  - 12,866
  - 60.8%
  - 5.6%
- Custom
  - 12,315
  - 52.1%
  - 13.3%

This table does not consider point values for questions, but whether questions are correct, partially correct, or incorrect; thus, the results do not directly tie to Figure 2. Table examines individual questions that were given in assessments. The table shows the percentage of questions that received full credit (meaning the answer had to be exactly correct) and the additional percentage of questions that would receive partial credit. As an example, the 56.5% on the first row means that 56.5% of questions were answered perfectly correct and the 9.4% in the “Additional Partial Credit” column means that 9.4% additional questions were answered partially correct. Lines are sorted within each grouping by Full Credit percentages. The number of questions in this table differ than that in Table 2 because Table 2 includes questions that are not gradable by ChatGPT and this table does not.
Table 5
Textbook Test Bank Questions Answered Correctly by Various Factors

<table>
<thead>
<tr>
<th>Category</th>
<th>N</th>
<th>Full Credit</th>
<th>Additional</th>
<th>Partial Credit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>2,268</td>
<td>64.3%</td>
<td></td>
<td>2.8%</td>
</tr>
<tr>
<td><strong>Question Type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dichotomous (e.g., T/F, Either/Or, etc.)</td>
<td>151</td>
<td>83.4%</td>
<td>0.0%</td>
<td></td>
</tr>
<tr>
<td>Multiple Choice</td>
<td>1,919</td>
<td>65.2%</td>
<td>0.0%</td>
<td></td>
</tr>
<tr>
<td>Short Answer</td>
<td>102</td>
<td>53.9%</td>
<td>29.4%</td>
<td></td>
</tr>
<tr>
<td>Essay</td>
<td>52</td>
<td>30.8%</td>
<td>46.2%</td>
<td></td>
</tr>
<tr>
<td>Workout</td>
<td>37</td>
<td>24.3%</td>
<td>13.5%</td>
<td></td>
</tr>
<tr>
<td>Matching</td>
<td>7</td>
<td>14.3%</td>
<td>57.1%</td>
<td></td>
</tr>
<tr>
<td><strong>Topic Area</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Audit</td>
<td>255</td>
<td>83.1%</td>
<td>0.0%</td>
<td></td>
</tr>
<tr>
<td>AIS</td>
<td>405</td>
<td>76.8%</td>
<td>4.4%</td>
<td></td>
</tr>
<tr>
<td>Financial</td>
<td>766</td>
<td>61.7%</td>
<td>2.1%</td>
<td></td>
</tr>
<tr>
<td>Tax</td>
<td>143</td>
<td>56.6%</td>
<td>0.7%</td>
<td></td>
</tr>
<tr>
<td>Managerial</td>
<td>631</td>
<td>55.5%</td>
<td>4.4%</td>
<td></td>
</tr>
<tr>
<td>Financial and Managerial</td>
<td>50</td>
<td>48.0%</td>
<td>0.0%</td>
<td></td>
</tr>
<tr>
<td>Accounting Research</td>
<td>18</td>
<td>44.4%</td>
<td>0.0%</td>
<td></td>
</tr>
</tbody>
</table>

Table examines individual questions that are listed in textbook test banks. The table shows the percentage of questions that received full credit (meaning the answer had to be exactly correct) and the additional percentage of questions that would receive partial credit. Lines are sorted within each grouping by Full Credit percentages.
Table 6
Regression Results

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>t-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.433</td>
<td>12.22</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td><strong>Class Level (Freshmen and Sophomore Omitted)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graduate</td>
<td>-0.045</td>
<td>-3.73</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Junior and Senior</td>
<td>-0.078</td>
<td>-8.78</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td><strong>Topic Area (Financial Omitted)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIS</td>
<td>0.199</td>
<td>19.29</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Analytics/Technology</td>
<td>0.149</td>
<td>7.47</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Audit</td>
<td>0.126</td>
<td>12.81</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Other topics</td>
<td>0.113</td>
<td>7.65</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Managerial</td>
<td>-0.013</td>
<td>-1.44</td>
<td>0.150</td>
</tr>
<tr>
<td>Tax</td>
<td>-0.036</td>
<td>-2.97</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td><strong>Question Type (Multiple Choice Omitted)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dichotomous (e.g., T/F)</td>
<td>0.122</td>
<td>6.91</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Fill-in-the-blank</td>
<td>-0.008</td>
<td>-0.20</td>
<td>0.844</td>
</tr>
<tr>
<td>Essay</td>
<td>-0.012</td>
<td>-0.42</td>
<td>0.675</td>
</tr>
<tr>
<td>Matching</td>
<td>-0.015</td>
<td>-0.70</td>
<td>0.482</td>
</tr>
<tr>
<td>Other question types</td>
<td>-0.040</td>
<td>-0.32</td>
<td>0.746</td>
</tr>
<tr>
<td>Short Answer</td>
<td>-0.157</td>
<td>-13.18</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Workout</td>
<td>-0.240</td>
<td>-16.92</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td><strong>Additional Variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exam given in English</td>
<td>0.104</td>
<td>2.81</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Test bank questions</td>
<td>0.057</td>
<td>8.68</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Institution in the USA</td>
<td>0.023</td>
<td>1.54</td>
<td>0.123</td>
</tr>
<tr>
<td>Open note exams</td>
<td>0.004</td>
<td>0.47</td>
<td>0.641</td>
</tr>
</tbody>
</table>

Adjusted R² = 0.058

The dependent variable is whether ChatGPT answered the question entirely correct or not (i.e., ChatGPT (No PC)). All other variables included in the model are dummy variables. We use a linear probability model so the interpretation of the coefficients is more straightforward, and we use heteroskedasticity-robust standard errors (e.g., see Hanlon and Hoopes 2014). We obtain similar results in terms of statistical significance for all variables if we use a logistic regression. Total number of observations is 25,181. Lines are sorted within each grouping by effect size.