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Abstract—We present a very fast adder for double-precision mantissas, which is an improvement on Lynch and Swartzlander's Spanning Tree Carry Lookahead Adder or Redundant Cell Adder ([IEEE Trans. Comput., Aug. 1992 and IEEE ARITH10 Symp., 1991]) which was implemented in AMD's Am29050 microprocessor. Our adder is faster than theirs mainly because we use Manchester carry chains of various lengths instead of chains of all the same length.
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I. INTRODUCTION

We present a very fast adder which is an improvement on Lynch and Swartzlander's Spanning Tree Carry Lookahead Adder (henceforth STCLA), also known as the Redundant Cell Adder [9], [10]. When implemented in AMD's 1-μm dynamic CMOS, the STCLA adds two 56-b operands in 3.2 ns, measured from the clock edge to the slowest sum bit.1 The STCLA adds numbers quickly by generating carry-in signals for bit positions that are spaced 8 b apart. All such signals are generated within a little less than 3.2 ns, so that the entire addition process takes 3.2 ns with the help of a carry-select mechanism. In this correspondence, we will present a new, completely laid out network that generates carry-in signals for bit positions that are spaced approximately 16 b apart. According to conservative simulation, this network generates the carry-in signals fast enough that an entire 56-b adder based on the network can add in approximately 1.85 ns, provided that the rest of the adder can quickly provide the conditional output bits to be selected by those carry-in signals computed by the network. We also design (this time without a complete layout) the rest of the adder which is likely to provide such sum bits quickly enough. All of our simulation uses a MOSIS 1-μm process at room temperature, with a rather short effective channel length of approximately 0.712-0.766 μm. We also simulated Lynch and Swartzlander's STCLA using the same technology and transistor sizes (mostly 7-μm drawn width) as the ones used for simulating our network, and found that the STCLA adds in 2.75 ns. Wire capacitances are ignored in our simulation of the STCLA (but not in the simulation of our own main network), and so actually the STCLA would probably be slower than this when implemented in the technology that we have considered.

Before the STCLA, traditional carry-lookahead adders were commonly known as the fastest adders. A fast implementation of such

an adder using especially fast circuit techniques adds two 32-b operands in 3.1 ns using 0.9-μm CMOS [5]. In another paper [11], a slightly modified version of the carry-lookahead adders adds two 64-b numbers in 4.5 ns using 1-μm static CMOS, and can also add two 96-b numbers in the same amount of time. The authors of that paper also showed that a conventional carry-lookahead adder would add two 64-b numbers in 5.4 ns. There was also a new adder [13] that was claimed to be 20-28% faster than the fastest known binary lookahead adder.
ECL technology, added in 1.7 ns. In [3], [15], the idea of using bit blocks of various lengths was used to speed up traditional block-carry-lookahead adders. However, no one before now has speed up carry-lookahead/carry-select-hybrid adders by using bit groups of various lengths.

II. THE NEW ADDER

The adder presented in this correspondence is a carry-select adder, which for our adder means the following: partition each 56-b operand into several blocks of contiguous bit positions. (Both operands are partitioned in the same way.) For each block, add together the parts of the two operands that are in the block. In fact, there are two additions to be done simultaneously, one with an assumed carry-in of 0 and the other with an assumed carry-in of 1. Simultaneously with these additions, compute the true carry-in signal to the least significant bit of each block. This signal will be used to select the correct sum output for each bit position in the block, as well as the carry out of the entire adder (in case the block in question is the most significant one).

Clearly, the speed of the entire 56-b adder depends on the speed of the adders for the bit blocks as well as the speed of the circuit for computing the carry-in signals to the blocks. Our main contribution is a very fast circuit for computing these carry-in signals. This circuit, a network of dynamic Manchester Carry Chains, is shown in Fig. 1. The laid out version is shown in Fig. 2. The size of the layout is 930 × 240 μm, and can be made smaller if necessary. The network is simulated, and is found to be significantly faster than the Manchester Carry Chain network used for the STCLA ([10], Fig. 2, not shown in the present correspondence), even with the parts pertaining to the most significant 8 b removed, and despite the fact that each of our network's outputs drives up to approximately twice as many multiplexers as an output of the network used for the STCLA. However, our network has the obvious disadvantage that the carry-in signals that it outputs are few and far between, thereby requiring very fast (and large) adders for the large blocks of bit positions. These "block adders," shown in Fig. 3, are also of the carry-lookahead/carry-select hybrid type, which explains the term "recursive" in the name of our 56-b adder. The block adders will be explained in the next section.

III. DETAILS ON THE COMPONENTS

We will now give details on the components of our adder. We start with the Manchester carry chains. In the network of Manchester chains for generating the carry inputs to the blocks, we never need intermediate outputs, and thus a 4-b chain in our circuit would be as shown in Fig. 4, which is the same as [10, Fig. 4(c)]. Our transistors are all 7 μm wide (drawn), except in the two inverters at the output of the chain. Their sizes will be discussed later. A 2-, 3-, or 5-b
Manchester chain would basically be the same circuit, but shortened or elongated in the most obvious fashion. The chain with $c_9$ input is the same as in Lynch and Swartzlander's journal correspondence's Fig. 4(d), but shortened by 1 b. Note that we did not optimize the transistor sizes, but simply picked some reasonable sizes that would yield a reasonably small layout area and would still be large enough not to be excessively affected by wire capacitance. Careful optimization would no doubt yield faster operation. However, we must note that there are many degrees of freedom involved in such optimization, and such optimization would be a substantial piece of research in itself.

All the Manchester chains in our network for generating the block carry-in's have no intermediate outputs, a fact that makes our network faster and smaller than that of Lynch and Swartzlander's STCLA. As stated earlier, the disadvantage of our network of Manchester carry chains is that it only gives carry-in signals at 16-b intervals (approximately) instead of 8-b intervals. This disadvantage forces us to use fast and complex block adders.

We now examine the components of a block adder, which once again is shown in Fig. 3. The components of a block adder are a single 4-b Manchester carry chain with intermediate outputs, four Manchester chains without intermediate outputs, 4- and 5-b ripple adders, and multiplexers. We now discuss the ripple adders. These are made of alternating odd and even ripple cells, as shown in Fig. 5. The transistors we used for these cells are mostly 7-μm wide. (The cells came from a paper by Guyot et al. [4].) These ripple cells are used because they propagate carry signals very quickly. According to our simulation, a carry signal ripples through 2 b in 0.55 μs. See another correspondence by this correspondence's author [6] for simulation details. Notice that we put the longest ripple chain (5 b long) in a place where the sum bits do not have to waste any time going through multiplexers inside the block adder. The sum bits that must be multiplexed inside the block adders are from ripple chains that are at most 4 b long. Such a chain would entail only 1.1 μs of carry propagation time, and a very small amount of extra time to change the sum bits. Note that in the simulation of the ripple cells, no wire length parasites are included since the part of the adder containing these cells have not been laid out. Thus, we cannot say for sure that the sum signals and the carry-out will be ready for selection by the multiplexers in time. However, we must note that since the ripple cells are static, some or all of the rippling can be done before the clock asserts if it does not disrupt the operation of the system as a whole.

The multiplexers used in our adder are very simple 2-to-1 multiplexers, which are quite standard in CMOS circuits.

IV. THE SIMULATIONS AND THEIR RESULTS

We start by simulating the main network of Manchester carry chains shown in Figs. 1 and 2. We first made rough estimates of each path's delay by taking the sum of the squares of the lengths of each Manchester chain in the path. For example, the path from bit position 9 to upper right "generate" output before the buffers is roughly $3^2 + 4^2 + 2^2 = 29$. Since this happens to be one of the longest paths under this estimate, we will simulate it first. (In fact, the sizes of the Manchester chains in the network were determined so as to minimize the maximum signal delay under this estimate first, and then fine-tuned after some actual signal delays had been determined by simulation. This minimization involved balancing the various path lengths so that they are approximately equal.)

The setup for the simulation of the path from bit position 9 all the way to the most significant 16 b of the sum outputs, including the
Fig. 5. The two types of fast ripple cells.

The delays of the buffers and the multiplexers, is shown in Fig. 6.\(^3\) Note that all parts of the circuit are realistically loaded, except the sum output which is only loaded with an inverter (7 μm PMOS, 4 μm NMOS). Initially, we assume zero-length wires. The effect of long wires will be taken care of later, where we also change the sizes of inverters to help alleviate the effect of wire parasitics. The inverters at the output of each Manchester chain will now be assumed to have a PMOS width of 7 μm and an NMOS width of 4 μm. The large inverters shown at the right-hand end of the network of Manchester carry chains are of size \(c \times c\) times the size of the regular inverters found at the outputs of the chains. The SPICE parameters of the MOS transistors are those of the HP CMOS26B process (n-well triple metal process, 1.0 μm drawn features, although we did not take advantage of the third level of metal), which can be obtained from MOSIS. The simulated delay using PRECISE\(^4\) between the point at which the clock input reaches 2.5 V and the point at which the sum output bits reach 2.5 V is 1.58 ns.\(^5\)

There is a path in the main network of Manchester carry chains in which the rough estimate of the delay up to before the buffers is 30, which is more than any other path's estimated delay. This is the path from bit position 19 to the upper right-hand "generate" output. The delay through that path and all the way to the 16 sum output bits 40–55 turns out to be 1.7 ns, which will turn out to be the longest path in the entire adder, just as predicted by the rough estimate.

\(^3\)In the simulation without wire capacitances, we did not include the mux for selecting the carry output from the entire adder. However, this mux was included for all simulations in which wire capacitances were included.

\(^4\)A fast circuit-level simulation software package by Electrical Engineering Software based on SPICE2G.

\(^5\)We used the curve tracing facility of PRECISE to ensure the accuracy of this reading. According to the curve tracing facility, the sum output bits \(S_{40–S_{55}}\) reach 2.558 V at 3.077 ns, which is 1.577 ns or about 1.58 ns after the time at which the input clock has reached 2.5 V. The curve tracing facility does not have a reading for the time at which the output was exactly 2.50000 V. Later, when we consider the wire parasitics and do the final simulation, we will take two readings and interpolate. The two readings will be made just before and just after the output voltage reaches exactly 2.5 V.

The other paths simulated were the paths from the following bit positions to the most significant 16 b of the sum: \(e_0\), bit 5, bit 27, and bit 15. The simulation results for all of the six paths in the network that we simulated without wire parasitics are tabulated in Fig. 7, second column. The other paths are either clearly subpaths of some simulated paths, or are roughly estimated to be significantly shorter than 30 ns. Thus, we will not need to simulate them as long as wire lengths have not been considered. For example, the path from bits 16, 17, and 18 to the most significant 16 sum and the carry-out bits is shorter than the path from bit 15 that we have tested. And the path from bit position 35 to the most significant 16 sum and the carry-out bits is shorter than the path from bit 19. Also, the path from each bit position \(i\) to each of the least significant 40 b is shorter than the path from the same bit \(i\) to the most significant 16 sum and the carry-out bits.

As pointed out by a referee, our method of adding up the squares of the lengths of Manchester chains is only an approximate method for comparing path lengths. Thus, if we estimate \(p_1\) to be longer than \(p_2\) by only a small amount by this method, it does not necessarily mean that \(p_1\) has to be longer than \(p_2\) at all, unless \(p_2\) is truly a subpath of \(p_1\) or \(p_2\) is exactly the same circuit as some subpath of \(p_1\) with exactly the same load. As an example, the path from \(C_0\) to the most significant sum bits has an estimated length of 27, while the path from bit 15 has an estimated length of 26. Yet, the former path has a simulated delay of 1.64 ns, which is shorter than the 1.66 ns delay of the latter path. These two paths may have similar loads, but neither is a subcircuit of the other, and thus they are not comparable, except in the approximate sense, that is, they are approximately the same length.

Now, we deal with the wire parasitics in our main network of Manchester carry chains. We laid out the network (see Fig. 2) so that
the longest path according to our wire-free simulation (the path from bit 19) would have the shortest wires. In an attempt to deal with long wires, we increase the widths of the input inverters of each Manchester chain to 9 μm (PMOS) and 5 μm (NMOS). Now, note that even the longest wire is short enough to be modeled accurately as a capacitance. To determine how much capacitance each wire should have, we note that an isolated, 1.5-μm-wide metal-2 wire on substrate (each wire indeed lies almost entirely on substrate) would have a capacitance of 0.111 F. We assume quite conservatively that the same wire in parallel with other wires in this technology would have a capacitance no more than twice that much. Thus, we assume the capacitance of a wire of length l to be $2 \times 0.111 \times l \times F$. Additionally, we assume that the carry signals that are output from the two rightmost Manchester chains in Fig. 2 are fed into wires that are up to 500 μm long (isolated). The results of this simulation are tabulated in the third column of Table 1. The first thing we notice about these new results is that the path from bit 19 is no longer the longest path. Among the six paths originally simulated (the first six lines in the table in Fig. 7), the paths from bit 5 and from $C_0$ are now the longest at 1.92 ns due to long wires. And we note that due to long wires, the paths from bits 31 and 35 to the 16 most significant sum and the carry output of the adder can no longer be assumed to be shorter than any previously simulated paths. Thus, we must simulate them. By doing so, we indeed found that the path from bit 35 is the longest overall, at 1.97 ns.

In the final simulation step, we eliminate the inverters immediately connected to the outputs of the rightmost two Manchester carry chains, leaving only the large inverting buffers. This shortens the longest path (the path from bit 35) to 1.85 ns. This new delay figure is tabulated in the last column of the table in Fig. 7, and the simulation graph appears in Fig. 8. The other paths are clearly shorter than this since they all go through the same set of inverters which has just been shortened. Thus, the adder delay is 1.85 ns, provided that the conditional sum and carry outputs can be generated fast enough to be selected by the output multiplexers.

Now, we test the 16-b block adders shown in Fig. 3. The 15- and 9-b adders are obviously no slower than the 16-b ones. The two critical paths from the time the clock asserts are clearly the paths from the input carry (which is the lowest "generate" input), and the generate input at bit position 5. The delay from these two paths to the sum outputs at positions 13–15 are found to be 1.4 and 1.22 ns, respectively. Thus, although these sum outputs are not loaded, it seems likely that even when they are loaded by the wires and the multiplexers of the main network of Manchester carry chains, they would still provide their signals to those multiplexers in ample time. Thus, the only thing that could delay the entire adder beyond 1.85 ns would be the static ripple chains which have fixed carry inputs and have sum inputs that are ready before the clock asserts.

V. CONCLUSION

We have designed and simulated a very fast 1-μm (drawn) dynamic CMOS adder for double-precision mantissas. This adder is faster than Lynch and Swartzlander’s Spanning Tree Carry-lookuphead Adder. The main technique we used for obtaining the speedup was to use various-sized Manchester carry chains in order to achieve a balance among several worst-case path lengths.
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